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Scientific context

With the recent, increasing progresses of Artificial Intelligence (AI), and seeing that “algorithms
initially developed in the lab are increasingly being improved and deployed in society” [1], there is
a crucial and pressing matter of ensuring that AI systems are aligned with (moral) values that are
important to us (humans). These systems, by interacting with humans and, more generally, being
immersed in our societies, have an impact on our lives. This urges AI researchers to develop more
ethically-capable agents, shifting from ethics in design [2] to ethics by design with “explicit ethical
agents” [15] able to behave ethically thanks to  the integration of reasoning on and learning of
ethics.

In this field of Machine Ethics [3], the  Acceler-AI  ANR project aims to develop an hybrid AI
system  able  to  learn  behaviors  aligned  with  moral  values  or  ethical  considerations,  in  co-
construction with humans (regulators, users, stakeholders, etc.). The project adopts a human-centric
approach, coupling lifelong-learning and non-invasive continuous human-AI system interaction to
co-construct ethics, and integrating a normative regulation process that allows bounding the ethics
learning  process.  The  project  is  driven  by  a  pluri-disciplinary  consortium,  with  expertise  in
reinforcement learning, normative systems, human-computer interaction (HCI), and philosophy and
ethics of science. 

Two prototypical demonstrators will be developed targeting two different domains: energy based on
a smart grid simulator1 [4] and mobility relying on the “Plateforme Territoire”.

Thesis objectives

In this context, the objective of the thesis is the development of the system's lifelong learning of
ethical behaviors, within controlled boundaries, integrated in a co-construction process with human
feedback to guide the learning. The learning system will be composed of several interacting agents
[5]: each agent is responsible for controlling/recommending actions based on moral preferences of
the user with which it interacts ;  and each agent also interacts with the other agents of the system
(e.g. those interacting with other users of the transportation system). Thus the thesis focuses on the
combination  of  multi-objective  and  multi-agent  reinforcement  learning  (MOMARL),  to
consider the decision of other learning agents and the multiple moral values (objectives) of the
users. Because agents can learn undesirable behaviors, regulation mechanisms will be employed to
ensure that agents operate within specified ethical boundaries while being sufficiently autonomous
to learn ethics and adapt in response to evolution of the context and objectives.  These mechanisms
based on environment feedback (i.e. regimentation) or normative framework (i.e. enforcement) are
used to constrain the RL of the ethical behaviors [27]. 

1 https://github.com/ethicsai/ethical-smart-grid

https://territoire.emse.fr/


Very few works have tackled both MORL and MARL [6] and no work in the Machine Ethics field
considers  multi-objective,  multi-agent  [6-7],  and  human-centered  approach  [16].   The  main
contribution of the thesis would be to propose a multi-objective multi-agent learning algorithm,
able to identify sets of optimal policies,  considering different trade-offs for the conflicting
objectives and multiple agents, while operating within specified boundaries. A proof-of-concept
approach,  developed in a  previous  project  [4],  is  able  to  co-identify  conflicting objectives  and
possible trade-offs between an artificial agent and a human user. A first approach in this thesis could
be to extend this work to consider multiple agents in the same environment, and address trade-offs
that could involve more than one agent, by proposing joint actions instead of unilateral actions.
Most MARL approaches [8-9] require sharing information with other agents (Centralized Learning
Decentralized Execution paradigm), which impairs privacy. In addition to the `by design’ ethical
considerations, by improving the number and the quality of the found trade-offs with a joint policy,
the contribution will have to abide by `in design’ ethical considerations. One such important aspect
will  be  to  preserve  privacy  during  the  data  sharing  among  agents.  For  this  part,  intrinsically
motivated social learning [13-14] will be considered.

Another aspect concerns the “dilemmas” situations, where several moral values are in conflict, and
no single decision allows satisfying all of them at the same time: each choice will lead to regret. We
argue that these situations  cannot be “autonomously” settled by machines only, at least not how
humans would like (expect) them to be settled. Thus another contribution of the thesis will be  to
propose  an  intelligible  MOMARL  approach  taking  into  account  several  (more  than  three)
objectives, and to be able to identify and settle situations of dilemmas, especially those requiring
human  intervention.  First,  as  the  number  of  “dilemmas”  situations  could  be  too  high  to  be
efficiently presented to end users, an exploration guided process based on intrinsically motivated
reinforcement  learning  (e.g.,  curiosity  models,  learning  progress,...)  [10]  will  be  investigated.
Then, to allow the intelligible presentation of the alternatives to users, a refinement process will
also be studied to  classify dilemmas and involve the users through non-invasive HCI. We also
propose to leverage human preferences to decide how to settle some dilemmas. To this end, the
system  must  be  able  to  use  human  feedback  as  a  reward  [11]  or  to  learn  models  of  users
preferences, investigating approaches that learn preferences/profiles with few/no a priori data [12]
and then adapt them through non-invasive HCI.

Work environment

The PhD student will joint the SyCoSMA team of the LIRIS laboratory, located on the Doua of 
Lyon 1 University. There will be regular travel to EMSE (Saint-Etienne) and frequent interactions 
with participants of the project, especially those who are in charge of developing models and 
mechanisms for bounding the learning of ethics, and designing HCI interface.

The PhD student will be fully integrated to the Acceler-AI  ANR project and will have to :
- participate to project meetings 
- co-supervise interns in the project scope
- contribute to the writing of scientific articles
- participate to promoting and dissemination actions of achieved results (seminars, conferences, …)
- possibility to realize casual teaching

https://www.mines-stetienne.fr/
https://liris.cnrs.fr/
https://liris.cnrs.fr/equipe/sycosma


Supervisors: 
- Laëtitia Matignon (LIRIS - UCBL1)
- Luis Gustavo Nardin (LIMOS - EMSE)
- Mathieu Guillermin (UCLy)

Required profile:
- Computer science Master 
- Skills in artificial intelligence
- Interests for  philosophy of science and AI ethics
- Good level in english

Application process:  Send CV, letter of motivation, academic transcript of the last 3 years, 
references or  letters of recommendation ; by mail  to laetitia.matignon at univ-lyon1.fr
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